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Background

• Companies are collecting more and more data…
• Key-value data is pervasive data form, widely used in:

Recommender Systems Internet of Things Application Usage Analytics

(item_id, rating) (sensor_id, data) (func_id, timestamp)



Key-Value Data Collection - RecSys

What’s the most popular apps?

How about their average ratings?

What apps have you installed?
How frequently you use them?



What about User Privacy?

Solution
• Locally-private data 

collection
• Raw data never 

leaves user’s device



Local Differential Privacy (LDP) 

Analytics
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Protocols for KV Data Collection

• PrivKVM [Ye, et al; S&P 19]
• PCKV-UE [Gu, et al; USENIX Security 20]
• PCKV-GRR [Gu, et al; USENIX Security 20]



LDP is Vulnerable to Attacks

Analytics

PerturbData

𝑥!

𝑥"

𝑥#

𝑥$

"𝑥!

"𝑥"

"𝑥#

"𝑥$

Carefully crafted message "𝑦

is more popular

But an attacker can greatly compromise the 
estimated statistics of an LDP protocol, with 
a small fraction of fake users 

Fake user



LDP Protocols for Key-Value Data

• We have a dictionary of 𝑑 keys
• Each user has a set of KV pairs 𝑘, 𝑣 , where 𝑣 is normalized into 
[−1,1]
• We want to estimate the frequency and mean of each key



Threat Model

Attacker’s goal Promote frequency and mean estimation of some target keys

Attacker’s knowledge

Attacker’s capability

LDP protocol, including the parameter settings

• Insert a small fraction of fake users
• Craft their messages



Our Three Attacks

• Baselines
• Random Message Attack (RMA) 
• Random Key-Value Pair Attack (RKVA) 

• Maximal Gain Attack (M2GA)



Random Message Attack (RMA) 

PerturbData

𝑘, 𝑣
"𝑦

Randomly select a message "𝑦



Random Key-Value Pair Attack (RKVA) 

PerturbData

"𝑦

Select a target key and set 𝑣 = 1

𝑘, 𝑣



Maximal Gain Attack (M2GA)

• Maximize the gains
• Solve the two-objective optimization problem:

𝕐: crafted messages for the fake users
𝐺%: frequency gain
𝐺&: mean gain



Theoretical evaluation

Read our paper for more details

We can theoretically analyze the frequency and mean gains



Theoretical evaluation - takeaways

• M2GA is the best-performing attack;
• The frequency gain of an attack increases as # of fake users 

increases;
• The smaller the true mean value is, the larger the (approximate) 

mean gain is.



Empirical Evaluation

Figure 3: Impact of different parameters (β,ε,r) on the fre-
quency gains on Clothing. The three rows are for PrivKVM,
PCKV-UE, and PCKV-GRR, respectively.

Figure 4: Impact of different parameters (β,ε,r) on the mean
gains on Clothing. The three rows are for PrivKVM, PCKV-
UE, and PCKV-GRR, respectively.

6.1.3 Parameter Settings

The parameters involved are β (the fraction of fake users),
ε (the privacy budget), and r (the number of target keys).
PrivKVM further involves Niter (the number of rounds), while
PCKV-UE and PCKV-GRR further involve ℓ (the padding
length). Unless otherwise mentioned, we set the default val-
ues of these parameters as follows: β = 0.05, ε = 1.0, r = 1,
Niter = 10, ℓ = 1 for Synthetic, ℓ = 2 for Clothing, ℓ = 20
for TalkingData, and ℓ = 100 for MovieLens-1M. We set
ℓ differently for different datasets to consider their different
characteristics, which is suggested by [24]. We set r = 10
and t = 20 by default when evaluating our attacks to the rec-
ommender system downstream application. We randomly
sample r keys from the entire dictionary as the target keys for

Figure 5: Impact of different parameters (β,ε,r) on the
frequency gains on TalkingData. The three rows are for
PrivKVM, PCKV-UE, and PCKV-GRR, respectively.

Figure 6: Impact of different parameters (β,ε,r) on the mean
gains on TalkingData. The three rows are for PrivKVM,
PCKV-UE, and PCKV-GRR, respectively.

each dataset. We vary one parameter while keeping the others
fixed to their default values, to investigate its impact on the
frequency and mean gains. We note that we clip the estimated
frequencies and support counts in the LDP protocols as we
described in Section 3.3.

6.2 Experimental Results
Figure 1–Figure 8 show the frequency gains and mean gains
of our attacks on the four datasets. Figure 9 shows the ASRs
of M2GA to the recommender systems in different cases on
Clothing dataset. Moreover, we also explore the impact of
Niter on our attacks for PrivKVM, and the results are shown in
Figure 10. Note that we don’t show the results of frequency
estimation since the frequencies of keys are estimated only in
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for TalkingData, and ℓ = 100 for MovieLens-1M. We set
ℓ differently for different datasets to consider their different
characteristics, which is suggested by [24]. We set r = 10
and t = 20 by default when evaluating our attacks to the rec-
ommender system downstream application. We randomly
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each dataset. We vary one parameter while keeping the others
fixed to their default values, to investigate its impact on the
frequency and mean gains. We note that we clip the estimated
frequencies and support counts in the LDP protocols as we
described in Section 3.3.

6.2 Experimental Results
Figure 1–Figure 8 show the frequency gains and mean gains
of our attacks on the four datasets. Figure 9 shows the ASRs
of M2GA to the recommender systems in different cases on
Clothing dataset. Moreover, we also explore the impact of
Niter on our attacks for PrivKVM, and the results are shown in
Figure 10. Note that we don’t show the results of frequency
estimation since the frequencies of keys are estimated only in

𝛽: fraction of fake users

Takeaway: huge frequency and mean gains, even with a small 𝛽

Promoting one target key in a rating dataset with PCKV-UE protocol



Empirical Evaluation – RecSys 

Figure 9: Impact of β, r, ε, and k on ASR of M2GA towards recommender systems (first row: Case 1, second row: Case 2, and
third row: Case 3). Three LDP protocols and Clothing dataset are used.

(a) Synthetic (b) Clothing

(c) TalkingData (d) MovieLens-1M

Figure 10: Impact of Niter on the estimated mean value after
attack for PrivKVM on the four datasets.

7.1 One-class Classifier (OC) based Detection

Detecting fake users is essentially an anomaly detection
problem, where we aim to distinguish fake users as outliers
from the genuine ones. Therefore, we can leverage the one-
class machine learning classifiers that are commonly used

for anomaly (outlier) detection to detect fake users. Specifi-
cally, we treat each user’s messages sent to the server as its
features. For PrivKVM, we concatenate each user’s messages
in multiple rounds as a single feature vector. We can then
use these features as training data to fit an outlier detection
classifier. In our experiments, we use isolation forest [35]. An
isolation forest trains an ensemble of randomly partitioned
trees to detect outliers. After training, the isolation forest can
categorize the users into two groups. We assume the server
already knows λ fraction of the genuine users as ground truth.
Moreover, the server treats the group which includes more
ground-truth genuine users as the “genuine” group and the
other one as the “fake” group. The users in the “fake” group
are considered as fake users and are excluded from aggrega-
tion. The server only uses the messages sent by users in the
“genuine” group to estimate the frequencies and mean values.
In our experiments, we use the implementation of isolation
forest in Scikit-learn [2].

7.2 Anomaly Score (AS) based Detection
We note that, multiple rounds of communications are con-
ducted in PrivKVM, allowing us to check the consistency of
the messages sent by a user in different rounds. Based on
this observation, we propose a method to detect fake users
for PrivKVM. Recall that, in PrivKVM, each user sends a

ASR: success rate (fraction of the 10 
target items that are among the top-
20 after attack)

Takeaway: even with a small 𝛽, recommendation 
result is greatly compromised

Promoting 10 target items in a recommender system



Defenses - detect fake users

• One-class classifier
• Anomaly score



One-class classifier

• Treat each user’s message as its features.
• Assumption
• Server knows a fraction of genuine users



Anomaly score

• Multiple rounds of communications are conducted in PrivKVM
• We can then check consistency of messages from a user across 

multiple rounds
• We assign an anomaly score to each user
• If the score is greater than anomaly threshold 𝜂, consider the user 

to be fake



Defense results

Figure 11: Impact of β, r, and λ on FPR (first row) and FNR (second row) of detecting fake users against M2GA on TalkingData.

Figure 12: Impact of β and r on the defense effectiveness of
OC against M2GA for PrivKVM on TalkingData.

perturbed KV pair and the index of a key to the server in each
round. Since the key is randomly sampled from the large dic-
tionary, it is unlikely that the same key is repeatedly selected
in multiple rounds for genuine users. However, since a fake
user promotes a target key in each round, it may send the
same key to the server in multiple rounds, especially when
the number of target keys is small.

Based on this intuition, we assign an anomaly score to each
user, which we define as the maximum number of rounds
in which the user sends the same index of key to the server.
Specifically, in round t, the server computes the number of
rounds Nt

k,u in which the user u has sent key k to the server.
The anomaly score of user u in round t is the maximum Nt

k,u
over possible k’s. If the anomaly score for a user is no smaller

Figure 13: Impact of β and r on the defense effectiveness of
OC against M2GA for PCKV-UE on TalkingData.

than η (called anomaly threshold), then we mark the user as
a fake one. We calculate the anomaly score of each user and
detect fake users in each round. When a user is detected as
fake in a certain round, we exclude the user in the subsequent
rounds for mean estimation. Moreover, we re-estimate the
frequencies of keys based on the messages sent by users in
the first round by removing the ones belonging to the detected
fake users.

7.3 Experiments
7.3.1 Experimental Setup

Unless otherwise mentioned, we adopt the following default
parameters: β = 0.05, r = 2, ε = 1.0, Niter = 10, and η =
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than η (called anomaly threshold), then we mark the user as
a fake one. We calculate the anomaly score of each user and
detect fake users in each round. When a user is detected as
fake in a certain round, we exclude the user in the subsequent
rounds for mean estimation. Moreover, we re-estimate the
frequencies of keys based on the messages sent by users in
the first round by removing the ones belonging to the detected
fake users.

7.3 Experiments
7.3.1 Experimental Setup

Unless otherwise mentioned, we adopt the following default
parameters: β = 0.05, r = 2, ε = 1.0, Niter = 10, and η =

OC: One-class classifier
AS: Anomaly score

Takeaway: our defenses are effective in some 
scenarios, but still limited in other cases.

False positive rate False negative rate



Conclusion

• Key-value LDP protocols are vulnerable to poisoning attacks 
• An attacker can promote frequency / mean of any target items
• We highlight the need for strong defenses against such attacks
• Our defenses help to a degree, but there is more work to do


